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Determining whether individuals belong to different latent classes (taxa) or vary along one or more latent factors (dimensions) has implications for assessment. For example, no instrument can simultaneously maximize the efficiency of categorical and continuous measurement. Methods such as taxometric analysis can test the relative fit of taxonic and dimensional models, but it is not clear how best to assign individuals to groups using taxometric results. The present study compares the performance of two classification techniques—Bayes’ theorem and a base-rate technique—across a wide range of data conditions. The base-rate technique achieves greater classification accuracy and a more even balance between sensitivity and specificity. In addition, the base-rate classification technique is easier to implement than Bayes’ theorem and is more versatile in that it can be used when the context of assessment requires that cases be classified despite the absence of latent classes.
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Whether a construct is categorical or continuous has important implications for its assessment (Meehl, 1992; Ruscio & Ruscio, 2002). For example, an instrument cannot simultaneously maximize the efficiency of continuous and categorical measurement. When individuals vary along one or more latent continua, researchers or practitioners ordinarily attempt to locate examinees’ positions using measurement instruments that provide continuous or quasicontinuous scores. Psychometric techniques for working with continuous scores as estimates of scores on latent factors are familiar to psychologists. When individuals vary across discrete groups, a more appropriate goal for psychological assessment often is to assign examinees to groups. Methods for determining when the best-fitting structure includes latent classes and how to use available data to classify cases are less familiar to many psychologists. Ruscio and Ruscio discussed some of the assessment-related issues raised by the distinction between latent categories and continua and provided an overview of Meehl’s (1995) taxometric procedures for making this distinction empirically. The present study extends this earlier work by focusing on the question of how to assign cases to groups using the results of a taxometric analysis.

Meehl’s (1995) taxometric method can be used to distinguish taxonic (categorical) and dimensional (continuous) latent variables. The method contains a number of data-analytic procedures that can be used to evaluate the consistency with which results support an inference of taxonic or dimensional latent structure (e.g., Grove, 2004; Meehl & Yonce, 1994, 1996; Waller & Meehl, 1998). Evidence suggests that taxometric analyses validly differentiate taxonic and dimensional latent variables under a wide range of data conditions, at least when comparison data are used as an interpretive aid (Ruscio, 2007; Ruscio & Marcus, 2007; Ruscio, Ruscio, & Meron, 2007). Ruscio, Haslam, and Ruscio (2006) provided an introduction to the method that describes the difference between taxonic and dimensional latent structures, the taxometric procedures and consistency tests most frequently used in research, and what is known about their performance; briefer taxometric tutorials are also available (e.g., Ruscio, 2007; Ruscio & Ruscio, 2004a, 2004b).

After performing a taxometric analysis, often it is useful to assign cases to groups for subsequent analysis or for practical purposes. For example, one might
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wish to compare groups assigned to different diagnostic categories. The group whose members score higher on the available measures is referred to as the taxon (e.g., individuals diagnosable with Major Depressive Disorder [MDD]; MDD+) and the lower-scoring group the complement (e.g., individuals not diagnosable with MDD; MDD−). If the group of primary interest scores lower on the available measures (e.g., MDD scales for which higher scores represent more adaptive cognitive, affective, or behavioral responses), typically each variable is reverse-scored prior to analysis so that the taxon becomes the higher-scoring group. Naturally, one would like to use the observed measures to assign cases to groups in a way that corresponds most closely to their membership in the latent taxon and complement classes. Any technique will be fallible, as some MDD+ individuals (taxon members) will score lower than some MDD− individuals (complement members) on the measures in a given study due to imperfect validity and measurement error. There are at least two ways to use taxometric results to classify cases into groups.

First, one can use estimates of latent parameters of the taxonic structural model to calculate each individual’s probability of taxonomic membership with Bayes’ theorem. This requires estimates of the taxon base rate \( P \), the proportion of MDD+ individuals in the sample), the complement base rate \( Q = 1 - P \), the proportion of MDD− individuals), and the true and false positive rates achieved by the optimal cutting score on each of \( k \) indicator variables \( TP_1, \ldots, TP_k \) and \( FP_1, \ldots, FP_k \); a variable’s \( TP \) rate is the estimated proportion of above-threshold scores that belong to MDD+ individuals, and the \( FP \) rate is the estimated proportion of above-threshold scores that belong to MDD− individuals). These estimates can be obtained from the results of a taxometric analysis (Ruscio et al., 2006). The following formula yields the probability of taxonomic membership for each case (Meehl & Yonce, 1996):

\[
Pr(taxon) = \frac{P \prod_{j=1}^{k} TP_j^\theta (1-TP_j)^{1-\theta}}{P \prod_{j=1}^{k} TP_j^\theta (1-TP_j)^{1-\theta} + Q \prod_{j=1}^{k} FP_j^\theta (1-FP_j)^{1-\theta}},
\]

where \( \Pi \) is the cumulative product operator and \( \theta = 1 \) for an above-threshold response, \( 0 \) for a below-threshold response. Using this formula, one can estimate \( Pr(taxon) \) for each case (e.g., the probability that this individual is MDD+). Because \( Pr(complement) = 1 - Pr(taxon) \) for each individual, it is a simple matter to assign each individual to the more probable group (i.e., assign to the MDD+ group if \( Pr(taxon) > .5 \), otherwise assign to the MDD− group). In this article, the notation \( C_{Bayes} \) represents the use of Bayes’ theorem to classify cases.

A second method is to sort cases based on their total scores on the available indicator variables (e.g., MDD symptom ratings) and assign individuals scoring highest to the taxon. A threshold is used to assign to the taxon a proportion of cases equal to the estimated taxon base rate (Ruscio et al., 2006). For example, if the estimated MDD+ base rate is .30 in the population from which the sample was drawn, then the highest-scoring 30% of cases are assigned to the MDD+ group and the remaining 70% of cases are assigned to the MDD− group. The notation \( C_p \) represents this base-rate method for classifying cases. A practical advantage of \( C_p \) is that it requires only a base-rate estimate, which might be obtained in any number of ways (e.g., taxometric analysis, well-supported theory, prior research findings). In contrast, \( C_{Bayes} \) requires not only a base-rate estimate, but also estimates of the \( TP \) and \( FP \) rates in the appropriate population for each variable at hand. These estimates are more challenging to obtain, and doing so in a taxometric study constrains the options for implementing taxometric procedures (Ruscio et al., 2006). Because \( C_p \) is simpler and requires the estimation of fewer parameters than \( C_{Bayes} \), it may be appealing in a broader range of circumstances. A more important consideration, however, is classification accuracy.

Meehl (1973), Meehl and Golden (1982), and Meehl and Yonce (1996) demonstrated that \( C_{Bayes} \) can achieve impressive accuracy. The generalizability of these findings is uncertain, however, because the idealized data conditions in these studies may not represent adequately the complexities inherent in actual data sets. For example, indicator variables in these studies were normally distributed along continuous scales, whereas most research data are not (Micceri, 1989): Skewed distributions along ordered categorical (e.g., Likert-type) scales are common. Beauchaine and Beauchaine (2002) varied data conditions along a greater number of factors and a broader range of levels, and they compared the accuracy achieved by \( C_{Bayes} \) to that of \( k \)-means cluster analysis. They found that \( C_{Bayes} \) surpassed the accuracy of the \( k \)-means technique only under certain conditions in which a number of data parameters simultaneously departed from idealized values. This suggests that \( C_{Bayes} \) may be useful with actual data, but it does not afford a comparison with other techniques that might be applied using the same results of a taxometric analysis.
Ruscio et al. (2006, chap. 6) performed a small study that compared \(C_{\text{Bayes}}\) and \(C_p\). Each taxonic data set included \(k = 4\) indicators in a sample of \(N = 1,000\) cases. Within each group, indicators were normally distributed along continuous scales. Three data parameters were crossed in this simulation study: taxon base rate (\(P\)) = .50, .25, or .10; indicator validity (between-group separation, indexed using Cohen’s \(d\)) = 2.00, 1.50, or 1.00; and within-group correlation (\(r\)) = .00, .25, or .50. For each of the 27 cells in this design, 100 samples were generated using a data simulation technique described by Meehl and Yonce (1994, 1996). Cases were classified using \(C_p\) with either the true taxon base rate or a value that erred by ±10%, ±25%, or ±50%. Increasingly poor base-rate estimates were used to examine the robustness of \(C_p\) to such misspecifications. The benchmark for comparison was quite stringent: Cases were classified using \(C_{\text{Bayes}}\) with the actual (rather than estimated) parameters of the taxonic structural model. For both methods, classification accuracy was measured as the proportion of all cases assigned to the correct group, or the hit rate (\(HR\)). \(C_p\) outperformed \(C_{\text{Bayes}}\) in 26 out of 27 data conditions (96%) when provided with the correct base rate and 91% of conditions when provided with base rates that erred by ±10%. When provided with base rates that erred by ±25% and ±50%, \(C_{\text{Bayes}}\) was more accurate in 51% and 89% of data conditions, respectively. This suggests that when one has a reasonably accurate estimate of the taxon base rate, \(C_p\) can classify cases with comparable or superior accuracy to \(C_{\text{Bayes}}\).

Although these results support the potential utility of \(C_p\), the design of this small-scale study can be improved in a number of ways. First, it was a very conservative test of \(C_p\) because its competitor (\(C_{\text{Bayes}}\)) was provided with infallible parameter values. In actual research, only data-based parameter estimates will be available for any classification method. Second, neither method had been evaluated using the results of taxometric analyses. Researchers often perform taxometric analyses to estimate parameters of the taxonic structural model, and it would be informative to know how accurately cases can be classified using these estimates. The present study addressed these first two limitations by comparing the \(C_{\text{Bayes}}\) and \(C_p\) methods when each was performed using the results of the same taxometric analyses.

Third, the range of data conditions in the small-scale study was rather limited. For example, in actual data sets, indicators seldom will be normally distributed, and data often vary across ordered categorical response scales rather than truly continuous scales. Whereas the previous investigation included data conditions that varied along three factors (taxon base rate, indicator validity, and within-group correlations), the present study included data conditions that varied along these factors plus four others (sample size, number of indicators, indicator skew, and continuous vs. ordered categorical response scales of varying sizes). This provides much broader coverage of the parameter space likely to be encountered by researchers.

Fourth, there is more than one way to calculate a taxon base-rate estimate for \(C_p\). One can use the mean base-rate estimate from a series of taxometric analyses. For example, analyses may yield a mean estimate .25, in which case \(C_p\) would assign the highest-scoring 25% of the sample to the MDD+ group. When \(C_p\) uses a taxometric base-rate estimate, this will be referred to as \(C_{p,T}\). Alternatively, one can classify cases using \(C_{\text{Bayes}}\) and then compute the proportion of cases assigned to the taxon as a new estimate of the taxon base rate. For example, using the parameter estimates calculated from taxometric results, Bayes’ theorem may assign 35% of cases to the MDD+ group, in which case \(C_p\) would assign the highest-scoring 35% of the sample to the MDD+ group (rather than the 25% suggested by the taxometric base-rate estimate). It may be the case that the proportion of cases assigned to the taxon using Bayes’ theorem equals the original taxometric base-rate estimate, in which case the use of \(C_p\) may appear superfluous or redundant. However, even when \(C_{\text{Bayes}}\) and \(C_p\) assign the same proportion of cases to a taxon, the specific cases in the taxa can—and usually will—differ.1 When \(C_p\) uses the reestimated base rate calculated after a preliminary classification using Bayes’ theorem, this will be referred to as \(C_{p,b}\). Finally, the base-rate estimates used by \(C_{p,T}\) and \(C_{p,b}\) can be averaged. For example, if \(C_{p,T}\) and \(C_{p,b}\) assign 25% and 35% of cases to the MDD+ group, respectively, using the average of these two base-rate estimates would assign the highest-scoring 30% of cases to the MDD+ group. When \(C_p\) uses this mean base-rate estimate, this will be referred to as \(C_{p,M}\). To recap, each of these three versions of \(C_p\) begins by sorting cases according to their total scores on the available indicators, with the difference then being what proportion of the highest-scoring cases are assigned to the taxon. To the extent that the base rates estimated by the original taxometric analysis and the Bayesian classification converge, so too will the thresholds used by these three versions of \(C_p\).

Fifth, using \(HR\) as the measure of classification accuracy does not control for base rates or chance-level agreement. When the taxon base rate is very
small (or large), any classification technique can achieve a high HR by assigning most or all cases to the larger group. For example, if 70% of cases belong to an MDD+ group, blindly assigning everyone to this group would achieve HR = .70. Likewise, even randomly assigning 70% of the cases to the MDD+ group would be expected to yield a substantial HR of .70 \times .70 + .30 \times .30 = .58 by chance alone. The present study included an adjusted HR that corrects for chance as well as another measure that is independent of base rates and corrects for chance.

With each of these five concerns in mind, the present study was designed to afford a more rigorous test of the relative classification accuracy of \( C_{\text{Bayes}} \) and \( C_{\text{p}} \), including several ways to implement the latter. The goal was to provide researchers with guidance on how to assign cases to groups for subsequent analysis or for practical purposes.

Method

Design and Data Generation

Rather than basing data conditions on those in specific empirical data sets, the present study was designed to cover a sufficiently broad range that it should span the realistic research conditions one might encounter, and then some. A total of 100,000 taxonic data sets were generated using the same Monte Carlo design employed by Ruscio et al. (2007, Study 3) and Ruscio (2007, Study 2). Data parameters were independently randomly sampled from specified ranges that broadly spanned values considered to be adequate for informative taxometric analyses according to rules of thumb provided by Meehl (1995). Although in many ways similar to the study design used by Beauchaine and Beauchaine (2002), there are three noteworthy differences. First, the present study only included values along each factor within the ranges recommended for taxometric analysis by Meehl. Beauchaine and Beauchaine included values that extended beyond these ranges to test Meehl’s rules of thumb.

Second, whereas Beauchaine and Beauchaine’s (2002) indicator distributions were normal in shape and continuous, the present study also included skewed and ordered categorical distributions. Micceri (1989) demonstrated that empirical data sets seldom exhibit normal distributions, and ordered categorical response scales are common as well.

Third, the present study used a crossed factorial design. Beauchaine and Beauchaine drew samples at fixed intervals along one factor in their design (e.g., \( N = 1,000, 900, 800, \ldots \)), with values on all other factors held constant at the most favorable levels. Their final series of analyses incrementally incorporated more challenging values for multiple factors, but this represented one unique path through the possible parameter space. In the present study, a crossed factorial design was used in which each target data set consisted of a set of randomly chosen values for each parameter in the design. This yields a representative sample of all possible paths through the parameter space.

For each target data set in the present study, values were drawn for the following parameters: sample size \( (N = 300 \text{ to } 1,000) \), taxon base rate \( (P = .05 \text{ to } .50) \), indicator validity \( (d = 1.25 \text{ to } 2.00) \), within-group correlation \( (r = .00 \text{ to } .30) \), indicator skew \( (S = 0, 1, 2, \ldots, 6) \), number of indicators \( (k = 3, 4, 5, \ldots, 8) \), and number of ordered categories \( (C = 6, 9, 12, 15, 0) \), with 0 representing continuous distributions and all other values representing the number of response options—i.e., 6-point Likert-type scales, 9-point Likert-type scales, etc.). Values of \( N, P, d, \) and \( r \) were drawn from uniform, continuous distributions spanning the ranges listed above. With one exception \( (P \geq .05 \text{ rather than } P \geq .10) \), these represent values acceptable for taxometric analysis according to Meehl’s (1995) rules of thumb. Slightly lower base rates were included because researchers often investigate rare phenomena and it seemed important to evaluate classification accuracy under these conditions. For the remaining factors, no rules of thumb were available to guide the selection of parameter values, and so ranges were designed to span values that researchers might encounter, including ideal and suboptimal levels. Values of \( k \) and \( C \) were drawn from uniform distributions spanning the categories listed above. Values of \( S \) were drawn from the categories listed above, but \( S \) was determined at random with the following probabilities: 0 (.25), 1 (.20), 2 (.20), 3 (.15), 4 (.10), 5 (.05), and 6 (.05). Because Micceri (1989) classified 28.4% of the 440 empirical data sets that he reviewed as “relatively symmetric,” 40.7% as “moderate asymmetry,” 19.5% as “extreme asymmetry,” and 11.4% as “exponential asymmetry,” the present study was designed such that more extreme skew levels occurred with lower frequencies.

Data were generated within each group (taxon and complement) according to the group size \( (N \times P) \) for the taxon, \( N \times (1 - P) \) for the complement) and values of \( r, S, k, \) and \( C \) randomly chosen for that sample using the GenData program shown in the appendix. This program uses an iterative approach to generating
nonnormal multivariate data with specified univariate distributions and indicator correlations based on Ruscio and Kaczetow’s (in press) generalization of the DimSample program that was originally developed by Ruscio et al. (2007) and is used often in taxometric investigations. Ruscio and Kaczetow demonstrated the broad utility of this iterative approach to generating multivariate nonnormal data, and it was implemented in the present study using normal distributions (when $S = 0$) or lognormal distributions (when $S > 0$). By using the same values of $r$, $S$, $k$, and $C$ for each group, indicator distributions and correlation matrices were held constant across groups; this was done for simplicity of design, with no expectation that it should give an edge to $C_{Bayes}$ or $C_{P}$. As shown in the program code in the appendix, the data generation model presumes local independence, that the model holds within both groups, that within-group correlations are due to a single latent factor, and that the error of measurement is constant. Data were standardized on each indicator within each group, a constant equal to $\delta$ was added to all scores in the taxon, and the taxon and complement subsamples were merged to yield a taxonic data set.

Data Analysis and Classification

Each sample was analyzed using the MAXimum Eigenvalue (MAXEIG; Waller & Meehl, 1998) taxometric procedure, a multivariate extension of the MAXimum COVariance (MAXCOV; Meehl & Yonce, 1996) procedure. Whereas all taxometric procedures provide one or more estimates of the taxon base rate, MAXEIG and MAXCOV are the only procedures in common usage that provide estimates of the true and false positive rates for each indicator, which are required to implement $C_{Bayes}$. There are no analytical or empirical comparisons of the accuracy with which these procedures estimate all of these parameters, and therefore no evidence-based reason to prefer either procedure. MAXEIG was used for analytic convenience, as it required considerably fewer analyses than MAXCOV and therefore facilitated the inclusion of a larger number of target data sets. MAXEIG was performed such that adjacent subsamples (windows) overlapped 90% with one another ($O = .90$). For the analysis of each target data set, the number of windows ($W$) was determined such that there would be at least $n_w = 50$ cases within each window. This was done by solving a formula provided by Waller and Meehl (1998, p. 42) using each sample’s $N$, holding constant $n_w = 50$ and $O = .90$, and dropping any decimal:

$$W = \frac{N}{n_w} \cdot \frac{1}{1 - O}.$$ 

Thus, $W$ ranged from 51 (when $N = 300$) to 191 (when $N = 1,000$). For samples with ordered categorical data (i.e., when $C > 0$), results were averaged across 10 internal replications to reduce the obfuscating influence of assigning cases with tied scores to different subsamples (Ruscio et al., 2006).

From these MAXEIG results, parameters of the taxonic structural model were estimated using the technique described in Ruscio et al. (2006, Appendix C). Using these estimates, cases were assigned to groups with each method described earlier: $C_{Bayes}$, $C_{P-T}$, $C_{P-B}$, and $C_{P-M}$.

Evaluating the Classifications

The first step was to calculate sensitivity and specificity (Bossonet al., 2003; Streiner, 2003). Sensitivity was calculated as the proportion of actual taxon members correctly classified, and specificity was calculated as the proportion of actual complement members correctly classified. For each classification, the resulting sensitivity and specificity values can be used to generate a binormal receiver operating characteristic (ROC) curve, and the area beneath this curve ($A$) provides an excellent measure of overall classification accuracy (Swets, 1988). $A$ is independent of base rates and ranges from a maximum of 1.00 (perfect accuracy) through 0.50 (chance-level accuracy) to a minimum of .00, with values < .50 representing accuracy worse than chance (i.e., $A$ would be higher if each case’s classification was reversed).

To demonstrate that findings were not dependent on the choice of $A$ as a measure of classification accuracy, $HR$ was calculated as the proportion of all cases correctly classified. Because, as noted earlier, $HR$ does not take into account the hits expected due to chance (e.g., it is easier to classify a large proportion of cases correctly when one group is very large and the other very small than when the groups are of more equal size), it was corrected for chance using the formula for Cohen’s $\kappa$ (Cohen, 1960):

$$HR_{adj} = \frac{HR - CA}{1 - CA},$$
Table 1
Summary of Results for 100,000 Samples

<table>
<thead>
<tr>
<th>Classification Technique</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>A</th>
<th>R</th>
<th>HR</th>
<th>HR\adj</th>
</tr>
</thead>
<tbody>
<tr>
<td>C_{Bayes}</td>
<td>.796</td>
<td>.913</td>
<td>.939</td>
<td>.466</td>
<td>.869</td>
<td>.599</td>
</tr>
<tr>
<td>C_{P,T}</td>
<td>.853</td>
<td>.994</td>
<td>.994</td>
<td>.462</td>
<td>.929</td>
<td>.787</td>
</tr>
<tr>
<td>C_{P,B}</td>
<td>.976</td>
<td>.966</td>
<td>.996</td>
<td>.502</td>
<td>.940</td>
<td>.820</td>
</tr>
<tr>
<td>C_{P,M}</td>
<td>.926</td>
<td>.986</td>
<td>.995</td>
<td>.484</td>
<td>.940</td>
<td>.819</td>
</tr>
</tbody>
</table>

Note: Sensitivity, specificity, HR (hit rate), and HR\adj (adjusted hit rate) values were averaged across samples using 20% trimmed means to increase robustness to the influence of outliers in each distribution (Wilcoxon, 2003). A = area under receiver operating characteristic curve; R = ratio of sensitivity to sum of sensitivity and specificity; C_{Bayes} = classification using Bayes’ theorem; C_{P,T} = base-rate classification using the mean base-rate estimate from MAXEIG (MAXimum Eigenvalue) analyses; C_{P,B} = base-rate classification using the proportion of cases assigned to the taxon using Bayes’ theorem; C_{P,M} = base-rate classification using the mean of the base-rate estimates of the previous two techniques.

where HR\adj is the adjusted hit rate, HR the observed hit rate, and CA the expected accuracy due to chance for an actual base-rate π and base-rate estimate P, calculated as CA = (P(π) + (1 − P)(1 − π)). For example, suppose that the actual base rate of MDD+ is π = .20, the estimate is P = .25, and the observed HR is .80. Correcting for CA = (.25)(.20) + (.75)(.80) = .65 yields HR\adj = (.80 − .65)/(1 − .65) = .43. Like Cohen’s κ, this ranges from a maximum of 1.00 (perfect accuracy) through 0.00 (chance-level accuracy) to negative values that represent accuracy worse than chance; mathematically, there is no lower limit to this scale.

In addition to overall classification accuracy, the balance between sensitivity and specificity was examined. All else being equal, a method that misclassifies members of one group at a higher rate than members of another group is less desirable than a method that classifies members of both groups with comparable accuracy levels. The ratio R, defined as follows, was calculated to index this balance:

\[ R = \text{sensitivity}/(\text{sensitivity} + \text{specificity}) \]

Values of R could range from a minimum of 0.00 (when sensitivity = 0) to a maximum of 1.00 (when specificity = 0), with R = .50 obtained when sensitivity equals specificity.

Results

Overall Summary

Table 1 summarizes the results across all 100,000 data sets. Each method achieved an accuracy far in excess of chance: C_{Bayes} yielded A = .939 and C_p yielded A from .994 to .996 depending on which base rate was provided. C_{Bayes} also achieved a lower HR (.869) and HR\adj (.599) than C_p (HR from .929 to .940, HR\adj from .787 to .820). Although both techniques achieved high levels of accuracy, C_p yielded larger values of both sensitivity (.853 to .976) and specificity (.966 to .994) than C_{Bayes} (sensitivity = .796, specificity = .913).

C_{Bayes} achieved greater specificity than sensitivity (R = .466). Among the three types of C_p, the use of C_{P,B} achieved the best balance between sensitivity and specificity (R = .502), using either C_{P,T} or C_{P,M} yielded greater specificity than sensitivity (R = .462 and .484, respectively). Given that the taxon base rate was ≤.50 for all samples in this study, it should not be surprising that members of the smaller taxon were usually more difficult to identify than members of the larger complement.

The variation in R values for the three types of C_p is attributable to the differential accuracy of the taxon base-rate estimates that were used to classify cases. Across all samples, the base-rate estimate for C_{P,B} was most accurate, with a mean discrepancy (actual − estimated P) of .013. The base-rate estimate for C_{P,T} tended to be too low (mean discrepancy = −.049), and even though that for C_{P,M} underestimated by a lower amount (mean discrepancy = −.018), it was still less accurate than that for C_{P,B}.

With relatively few exceptions, the rank-ordering of each technique’s accuracy, balance of sensitivity and specificity, and base-rate discrepancies for the full set of 100,000 samples was observed consistently across data conditions. Specific results for each of these outcome measures are discussed in the next three subsections. Within data conditions, only the average results are presented because the large number of target data sets yielded very small standard errors. The smoothness of the curves in the figures cited below attests to the negligible magnitude of sampling error. It should be noted,
however, that occasional outliers on the outcome measures yielded negatively skewed distributions. When sensitivity, specificity, HR, and HR_{adj} values were averaged within data conditions, 20% trimmed means were used to increase robustness to the influence of outliers (Wilcox, 2003). A and R values were calculated using the trimmed-mean sensitivity and specificity values.

**Classification Accuracy Across Data Conditions**

To simplify presentation, only results for A are reported; similar patterns of findings emerged for HR and HR_{adj}. Although classification accuracy varied across data conditions (see Figure 1)—especially for C_Bayes—all three types of C_p attained greater accuracy than C_Bayes under all conditions. Each technique’s accuracy was at least as good with smaller as with larger samples and improved with larger numbers of indicators, higher indicator validity, lower within-group correlations, and data that better approximated continuous score distributions (i.e., with larger numbers of ordered categories if not truly continuous). The results for taxa base rate and indicator skew were a bit more complex. C_Bayes was less accurate with lower base rates, whereas C_p was most accurate with low base rates, a little less accurate with base rates in the middle of the range studied here, and increasingly accurate with base rates at the upper end of the range. This latter pattern was also observed for the accuracy of C_p across levels of indicator skew, whereas the accuracy of C_Bayes declined with increasing indicator skew.

The three variants of C_p usually achieved accuracy levels comparable to one another, with nontrivial exceptions in only two conditions. First, at very high levels of indicator skew (S ≥ 3), the use of C_{p-M} achieved the poorest accuracy. Second, when indicators varied across smaller numbers of ordered categories (C = 6 or 9), the use of C_{p-B} achieved the greatest accuracy.

Taken as a whole, the results for classification accuracy suggest that C_p should be preferred over C_Bayes, and that C_{p-B} nearly always achieved accuracy levels comparable or superior to C_{p-T} or C_{p-M}. Not only was accuracy greater for C_p than C_Bayes across the range of values included for each factor in the design, but the gap widened as data conditions became less favorable for taxometric analysis (e.g., smaller indicator validity, larger within-group correlations). This suggests that extending the ranges to even less favorable conditions (e.g., d < 1.25, r > .30) would provide even stronger support for C_p.

**Sensitivity and Specificity Across Data Conditions**

Figure 2 shows the balance between sensitivity and specificity across data conditions. Consistent with the global results presented earlier, sensitivity was usually lower than specificity (R < .50). This was fairly constant across sample sizes and indicator validities, but R did increase with larger numbers of indicators and larger within-group correlations. C_{Bayes} yielded larger R values with larger taxon base rates, whereas the opposite was true for C_p. Increasing indicator skew substantially decreased R. C_{Bayes} yielded lower R values as indicator score distributions better approximated continuity, whereas C_p yielded R values that approached .50 as distributions better approximated continuity.

Perhaps most important is that among the four classifications studied, C_{p-B} yielded a value of R closest to .50 for most conditions. There were two notable exceptions. First, when the taxon base rate was low (P < .15), the other two types of C_p yielded values of R closer to .50; C_{p-B} yielded R values well below .50. Second, when indicators were not skewed (S = 0), all other classifications yielded R values closer to .50 than C_{p-B}, and when indicators were mildly skewed (S = 1), C_{p-M} still achieved an R closer to .50 than C_{p-B}. These results suggest that C_{p-B} most often provides a balance between sensitivity and specificity comparable or superior to the other techniques studied.

**Base-Rate Estimation Across Data Conditions**

Figure 3 shows discrepancies in base-rate estimation across data conditions. The mean value of estimates for C_{p-B} was the largest, and the mean value of estimates for C_{p-T} was the smallest (estimates for C_{p-M}, of course, fell at an intermediate level because they were calculated as the mean of the other two). As was observed across all samples, estimates for C_{p-T} (and, to a lesser extent, C_{p-M}) tended to underestimate base rates more than those for C_{p-B} tended to overestimate them. This suggests that in many circumstances, researchers may be well-advised to report and interpret the estimate for C_{p-B} as the best estimate of the taxon base rate, rather than the conventional estimate for C_{p-T}. However, discrepancies in base-rate estimation varied to some extent with variation along each data parameter. By far, the most substantial effects were observed across the actual taxon base rate and indicator skew. Base rates were overestimated at small values of P or S and underestimated at
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Accuracy of Classification Across Data Conditions, Quantified as the Area Under a Receiver Operating Characteristic (ROC) Curve
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Figure 2
Balance of Sensitivity and Specificity Across Data Conditions

Note: Dotted lines at y = .50 represent equal values for sensitivity and specificity.
high values. The magnitude of these discrepancies is striking, and even more so when the joint effects of $P$ and $S$ are examined. For example, out of the 100,000 samples generated in this study, 2,767 satisfied the conditions that $P < .10$ and $S = 0$. Their actual base rates averaged a value of $M = .075$, and this was overestimated by an average of .167 to .215, depending on which $C_p$ method was used. At the other end of this spectrum, 541 samples satisfied the conditions that $P > .45$ and $S = 6$. Their actual base rates averaged $M = .474$, and this was underestimated by an average of .172 to .333. The graph in the lower right corner of Figure 3 elaborates by plotting estimates used by $C_{p,M}$ across levels of $P$ and $S$. Although actual base rates and indicator skew exerted the most substantial influences on base-rate estimates, each method for estimating the base rate from MAXEIG curves was susceptible to biases whose direction and magnitude varied across conditions.

**Discussion**

The central question that motivated this study was how best to classify cases using the results of taxometric analyses. When these results persuade a researcher that the latent variable under investigation is better fit by a taxonic than a dimensional structural model, the present findings suggest that the base-rate classification technique ($C_p$) will achieve greater accuracy than the Bayesian classification technique ($C_{Bayes}$). This general conclusion held not only across the full sample of 100,000 data sets, but also within every subsample across a wide range of data conditions. Not only does $C_p$ yield better classification accuracy, but under most data conditions it also achieved a more even balance between sensitivity and specificity than $C_{Bayes}$.

To illustrate the consequences of misclassifying cases, suppose that one wants to assign individuals to MDD+ and MDD− groups to study their differences on demographic correlates of the disorder. The goal is to estimate the population mean difference ($\Delta$), but misclassified cases in the sample of data at hand will reduce the observed mean difference ($d$), which in turn reduces the statistical power of a test between group means. To illustrate these effects, 10,000 samples of $n_1 = n_2 = 20$ were drawn from populations with normal distributions, equal variance, and $\Delta = 1.00$ (a large effect according to Cohen’s, 1992, rules of thumb). Misclassifications were simulated by randomly swapping 0, 1, 2, 3, or 4 cases across groups, which corresponds to $HR = 1.00, 0.95, 0.90, 0.85,$ and 0.80. Across these five conditions, $d$ averaged 1.00, 0.90, 0.78, 0.67, and 0.56, and statistical power was .88, .78, .66, .53, and .39 for two-tailed $t$ tests at $\alpha = .05$. The attenuation of $d$ and loss of statistical power due to misclassified cases can be substantial, underscoring the importance of using the best available classification method.

Although it is clear that $C_p$ classified cases more accurately than $C_{Bayes}$ and that this can have important consequences, it is less clear which base-rate estimate should be used to implement the former method. The present study evaluated not only the use of the base-rate estimate obtained from a taxometric procedure—specifically, the mean of the estimates calculated from each MAXEIG curve—but also the use of a base rate estimated in a novel, two-step process: (a) use Bayes’ theorem to assign cases to groups and (b) compute the proportion of cases assigned to the taxon as a new estimate of the taxon base rate. Although both of these estimates were biased under many data conditions—which is consistent with the results of an extensive study of taxometric base-rate estimation (Ruscio, 2007, Study 1)—the former tended to underestimate the actual taxon base rate by a larger amount than the latter tended to overestimate it; the same problem of underestimation usually was observed for an average of these two estimates. Clearly, more work remains to be done to improve the accuracy with which taxometric analyses estimate the taxon base rate, but the present findings suggest that researchers should consider calculating and reporting the proportion of cases assigned to the taxon using Bayes’ theorem.

Because the $C_{Bayes}$ method requires estimates of many parameters, it is not obvious how its accuracy might be improved. In contrast, the $C_p$ method requires only an estimate of the taxon base rate. Any improvement in the estimation of taxon base rates would be expected to increase further the accuracy of $C_p$. One way to achieve this may be to utilize simulated comparison data in a new way. Ruscio et al. (2007) described how to generate taxonic and dimensional comparison data as an interpretive aid in taxometric analyses, and this approach could be adapted in an attempt to obtain more accurate estimates of the taxon base rate. For example, consider the results shown in the top cell of Figure 4, which contains an averaged curve from a MAXEIG analysis that
Figure 3
Discrepancies Between Actual and Estimated Taxon Base Rate Across Data Conditions

Note: Dotted lines at \( y = .00 \) represent accurate base-rate estimation. The graph in the lower right corner shows the estimated base rates (for the \( C_{P_m} \) method) across actual base rates and indicator skew.
Figure 4
Averaged MAXEIG Curves for an Original Taxonic Data set (top) and Nine Sets of Taxonic Comparison Data (Bottom Three Rows)
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Note: $P$ is the base rate used to generate each sample of taxonic comparison data, $P_1$ is the mean of the base-rate estimates calculated from the full panel of MAXEIG curves, and $P_2$ is the proportion of cases assigned to the taxon using Bayes' theorem. MAXEIG = MAXimum Eigenvalue.
produced base-rate estimates of $P_1 = .301$ and $P_2 = .428$ for a target data set; the former is the average of the estimates across MAXEIG curves, the latter the proportion of cases assigned to the taxon using Bayes' theorem. A researcher would not know the actual taxon base rate ($P = .40$ in this example), and the results of the present study show that either estimate (or both) can be biased. How might analyses of taxonic comparison data help to obtain an accurate estimate?

Using estimates spanning a broad range of values—in this case, from $P = .10$ to $.50$ in increments of .05—multiple taxonic comparison data sets were generated and submitted to MAXEIG analysis. This yielded the results shown in the bottom three rows of Figure 4. By comparing the MAXEIG results for the original data set to those for each comparison data set, one can determine which comparison data set best reproduces the original. In this case, it appears that the results highlighted in the lower left corner, for the taxonic comparison data generated using $P = .40$, are most similar to those for the original data. Not only are the base-rate estimates the most similar, but so is the relative flatness of the MAXEIG curve at the right end. All taxonic comparison data generated using $P < .40$ yielded lower base-rate estimates and curves that sloped downward at the right, whereas comparison data generated using $P > .40$ yielded higher base-rate estimates and curves that sloped upward at the right. Thus, this approach provided a base-rate estimate of .40—which in this case is the correct value.

Of course, a single demonstration such as this may represent nothing more than a fortunate coincidence, and readers may disagree with the author's conclusion that the results for $P = .40$ do in fact match those for the original data most closely. This is not presented as evidence to support this approach, only to suggest that it may be useful and merits further study. This approach could yield more accurate base-rate estimates than currently available methods because each comparison data set reproduces the distributional and correlation characteristics of the original data set, thereby holding constant a number of factors that have been shown to bias other estimates. For simplicity, this demonstration involved only one set of taxonic comparison data at each base rate, and these base rates varied rather coarsely, in increments of .05. For a more rigorous test with greater fidelity, multiple sets of taxonic comparison data should be generated at each base rate and a finer gradation of base rates should be used.

When a taxonic structural model appears to provide better fit than a dimensional model, $C_p$ provides a straightforward and surprisingly effective way to assign cases to groups. Because it requires only an estimate of the base rate of taxon membership, this approach also can be implemented for dimensional data when practical considerations require classification (e.g., provision of a resource-intensive treatment to some, but not all, clients, or reporting demographic characteristics of diagnosable vs. nondiagnosable individuals for administrative or research purposes). In this situation, applying Bayes’ theorem using the results of a taxometric analysis poses significant difficulties. For example, estimating each variable’s true and false positive rates depends on the identification of an optimal threshold, ordinarily suggested by a peak in a taxometric curve. When data are not taxonic, however, there may be no peak to guide the selection of a threshold.

Taking advantage of $C_p$ does not depend on obtaining any particular pattern of taxometric results. All that is required is an estimate of the taxon base rate. When this cannot (or should not) be calculated from taxometric results (e.g., when they are more consistent with dimensional than taxonic structure), it can be obtained in other ways. For example, one can examine the frequency with which individuals meet pertinent diagnostic criteria, seek treatment, or qualify to receive certain benefits or services. Once a base rate is estimated, using it to place a threshold along a total score constructed from available data is a simple and familiar operation. The present study suggests that $C_p$ achieves an impressive accuracy level when a taxonic model appears to fit the data better than a dimensional model, but it can be applied even when this is not true yet the circumstances nonetheless call for the assignment of cases to groups. Given the relative ease with which base rates can be estimated—whether from the results of a taxometric analysis, well-supported theory, previous research findings, or other sources of information—$C_p$ appears to be a simple, broadly applicable, and highly effective method for assigning cases to groups using available data.
Appendix

Program to Generate Data for Each Group

Readers interested in running these programs are encouraged to contact the author for an electronic copy.

GenData <- function(N, k, r, S, C, Multiplier = 1)
{
  Freq.Dist <- matrix(nrow = N, ncol = k)
  for (i in 1:k)
  {
    if (S == 0) x <- rnorm(N)
    else
    {
      if (S == 1) b <- 1.1038035
      if (S == 2) b <- 1.3553013
      if (S == 3) b <- 1.668685
      if (S == 4) b <- 2
      if (S == 5) b <- 2.332112
      if (S == 6) b <- 2.6587115
      x <- Lognorm(N, 1, b)
    }
    if (C == 0) Freq.Dist[, i] <- x
    else
    {
      Prop.Lo <- 1
      Iter <- 0
      while (Prop.Lo > .95)
      {
        Trimmed.x <- sort(x)[1:round(((10 - Iter)/10) * N)]
        Min.x <- min(Trimmed.x)
        Max.x <- max(Trimmed.x)
        Cuts <- seq(from = Min.x, to = Max.x, length = (C + 1))
        for (j in 1:N)
        {
          for (l in 1:C)
            if (x[j] >= Cuts[l]) Freq.Dist[j, i] <- 1
        }
        Prop.Lo <- sum((Freq.Dist[, i] < 2) * 1) / N
        Iter <- Iter + 1
      }
      Freq.Dist[, i] <- sort(Freq.Dist[, i])
    }
  }
  Target.Corr <- diag(k)
  Target.Corr <- Target.Corr + r - (diag(k) * r)
  Desired.Corr <- Target.Corr
  Shared.Comp <- rnorm(N, mean = 0, sd = 1)
  Unique.Comp <- matrix(rnorm(N * k, mean = 0, sd = 1), nrow = N, ncol = k)
  y <- matrix(0, nrow = N, ncol = k)
  Iter <- 0
  Best.RMSR <- 1
  j <- 0
  while (j < 5)
  {
    Iter <- Iter + 1
    Shared.Load[Shared.Load > 1] <- 1
    Shared.Load[Shared.Load < -1] <- -1
    Unique.Load <- sqrt(1 - Shared.Load^2)
    for (i in 1:k)
    for (i in 1:k)
    {
      y <- y[sort.list(y[, i]),]
      y[, i] <- Freq.Dist[, i]
    }
    Reproduced.Corr <- corr(y)
    if (RMSR < Best.RMSR)
    {
      Best.RMSR <- RMSR
    }
    j <- 0
  }
}

(continued)
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else
{
    j <- j + 1
    Mult <- Multiplier / (2 ^ j)
}

Shared.Load[Shared.Load > 1] <- 1
Shared.Load[Shared.Load < -1] <- -1
Unique.Load <- sqrt(1 - Shared.Load ^ 2)
for (i in 1:k)
{  
}
y <- apply(y, 2, scale)
return(y)

Lognorm <- function(N, a, b, St = T)
{
    x <- exp(log(a) + sqrt(log(b)) * rnorm(N))
    if (St)
    {
        M <- a * exp(log(b) / 2)
        SD <- sqrt(a * 2 * b * (b - 1))
        x <- (x - M) / SD
    }
    return(x)
}

Factor.Analysis <- function(Data, Corr.Matrix = F, Max.Iter = 50, N.Factors = 0)
{
    Data <- as.matrix(Data)
    I <- dim(Data)[2]
    if (N.Factors == 0) N.Factors <- I
    if (!is(Corr.Matrix)) Corr.Matrix <- cor(Data)
    else Corr.Matrix <- Data
    Criterion <- .001
    Old.H2 <- rep(99, I)
    Change <- 1
    Iter <- 0
    Factor.Loadings <- matrix(nrow = I, ncol = N.Factors)
    H2 <- vector("numeric", I)
    while (abs(Change) >= Criterion) & (Iter < Max.Iter)
    {
        Iter <- Iter + 1
        Eig <- eigen(Corr.Matrix)
        L <- sqrt(Eig$values[1:N.Factors])
        for (i in 1:N.Factors)
        {
            Factor.Loadings[,i] <- Eig$vectors[,i] * L[i]
        }
        H2[i] <- sum(Factor.Loadings[i,] * Factor.Loadings[i,])
        Old.H2 <- H2
        diag(Corr.Matrix) <- H2
    }
    if (N.Factors == I)
    {
        if (Eig$values[I] > 1) N.Factors <- I
        return(list(loadings = Factor.Loadings[,1:N.Factors], factors = N.Factors))
    }
Notes

1. For taxon membership to differ even when the sizes of the taxa yielded by $C_{\text{highest}}$ and $C_{\text{best}}$ are identical, two conditions must be met. First, there must be discrepancies in the rank-ordering of cases' total scores and Bayesian probabilities of taxon membership. This usually will be the case, because Bayes' theorem treats any two above-threshold responses—or any two below-threshold responses—to the same item as functionally equivalent. For example, suppose that the optimal threshold for each of four Major Depressive Disorder (MDD) symptom rating scales is five and that three individuals' response pattern are as follows: [4, 4, 4, 4], [3, 3, 3, 6], and [1, 1, 6, 6]. Total scores descend (16, 15, 14) for these three cases, yet their probabilities of taxon membership must ascend because the first case has no above-threshold responses, the second case has one (Item 4), and the third case has the same as the second (Item 4) plus another (Item 3). Thus, there are discrepancies in the ranks. The second condition is that these discrepancies must have consequences for taxon membership—they cannot amount to shuffling ranks only within groups. Suppose that each method assigned just one of the three cases listed above to the taxon: Bayes' theorem would assign only the third case (with two above-threshold scores), whereas only the first case would be assigned to the taxon on the basis of having the highest total score. Even if each method assigned two cases to the taxon, group membership would differ across methods: For $C_{\text{highest}}$, the second and third cases would be assigned to the taxon; for $C_{\text{best}}$, the first and second cases would be assigned to the taxon. In this example, rank discrepancies have consequences for taxon membership.

2. To estimate the true and false positive rates achieved by the optimal thresholds for each of $k$ variables, a series of MAXimum CO Variance (MAXCOV) or MAXimum Eigenvalue (MAXEIG) analyses must allow each variable to serve as the input indicator. For MAXEIG, all remaining variables serve simultaneously as output indicators, yielding $k$ analyses. For MAXCOV, pairs of remaining variables serve as output indicators, yielding a total of $(k(k-1)(k-2)/2$ analyses. For $k > 3$, MAXCOV requires more analyses than MAXEIG (e.g., at $k = 8$ MAXEIG requires only 8 analyses but MAXCOV requires 168).
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