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The Role of Complex Thought in Clinical Prediction: 
Social Accountability and the Need for Cognition 

John Ruscio 
Brandeis University 

Research shows that clinical predictions are less accurate than statistical predictions and are held with 
unreasonable confidence. Because there are obstacles to the implementation of statistical prediction, 
factors that improve clinical judgment must be identified. One hundred twelve individuals participated 
in an experiment investigating the role of complex thought in clinical prediction. Results revealed marked 
performance differences related to the amount of available clinical information. Participants' assessed 
need for cognition was associated with their consistency, accuracy, and cue-weighting strategies. Social 
accountability improved confidence performance under certain task conditions but was unrelated to 
accuracy. Theoretical and practical implications of these results are discussed, with emphasis on the 
restructuring of tasks and the selection and training of human forecasters to promote accurate and 
appropriately confident clinical predictions. 

Prediction is an integral part of decision making in people's 
everyday personal and professional lives. Many predictions have 
significant implications for important clinical outcomes, such as 
predictions of future violence in patients with mental illnesses 
(Gardner, Lidz, Mulvey, & Shaw, 1996; Werner, Rose, & Yesav- 
age, 1983), predictions of whether abused or neglected children 
will fare better if removed from their homes and placed into foster 
care (Ruscio, 1998b), or predictions of the level of care in clinical 
settings (e.g., Bickman, Karver, & Schut, 1997). In addition to the 
necessity of accurate predictions, it is often not only desirable but 
of tremendous practical importance to require an additional type of 
judgment quality: appropriateness of confidence. ~ Whereas a con- 
siderable body of research has examined the accuracy of clinical 
predictions, the confidence held in these predictions has been 
studied far less intensively. 

The judgment process used to generate predictions can be en- 
tirely intuitive (the "clinical" approach) or aided to some extent by 
a statistical equation (the "statistical" or "actuarial" approach). 
Applying the clinical approach, a human judge evaluates available 
information and arrives at a prediction. This method does not 
necessarily involve a professional clinician; rather, the term is 
broadly applied whenever a human judge forecasts outcomes. The 
statistical approach involves an algorithmic, mechanical combina- 
tion of information that maximizes the accuracy of predictions. 
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Although there is a long-standing debate regarding the relative 
efficacy of these two approaches, a substantial body of research 
has indicated that although human judges occasionally make pre- 
dictions equal to those made by statistical formulas, they typically 
do worse (for reviews of the evidence, see Dawes, Faust, & Meehl, 
1989; Meehl, 1954; and Sawyer, 1966). Moreover, substantial 
bodies of research have demonstrated that neither level of training 
nor degree of experience influences the quality of clinical judg- 
ments (Berman & Norton, 1985; Dawes, 1994; Faust, 1986; Faust 
& Ziskin, 1988; Garb, 1989; Goldberg, 1959). The superiority of 
statistical prediction has been attributed to two complementary 
sources: the desirable properties of statistical techniques and the 
undesirable cognitive biases of human judges (Goldberg, 1991). 
Compared with human judges, statistical equations are extremely 
effective in detecting relationships amidst considerable variation. 
Cognitive biases further broaden the gap in accuracy between 
statistical and clinical predictions. 

In addition to predicting more poorly than statistical equations, 
human judges ordinarily hold greater confidence in their predic- 
tions than their accuracy levels merit (Alpert & Raiffa, 1969; 
Dawes et al., 1989; Faust & Ziskin, 1988; Lichtenstein & Fis- 
chhoff, 1977; Lichtenstein, Fischhoff, & Phillips, 1982; Oskamp, 
1965). Inflated confidence is often mistakenly perceived by one- 
self and others as a gauge of accuracy. Individuals who strongly 
believe in the efficacy of their clinical judgment will be less likely 
to use decision aids, to keep abreast of research developments, and 
so forth. These overconfident individuals may also mislead others: 
Research has found that court testimony may have a greater impact 
on a judge or jury when it is stated confidently, regardless of its 
actual validity (Faust & Ziskin, 1988). Although wishful thinking 
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Because Uniform overconfidence was anticipated (and confirmed by 
the data analysis), the term confidence performance was used in place of 
the more awkward appropriateness of confidence wherever possible. In 
this investigation, a higher score on the confidence performance measure 
indicated a more appropriate degree of confidence. 
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may inflate the perceived quality of judgments, this illusion holds 
little value. Accuracy and appropriateness of confidence remain 
the gold standards of judgmental quality. Still, despite consider- 
able scientific evidence associating statistical methods with supe- 
rior accuracy and appropriately calibrated confidence on judgment 
tasks, practitioners in many fields demonstrate an untenable ad- 
herence to the clinical approach to prediction (Grove & Meehl, 
1996; Meehl, 1957, 1986). 

Given the predominance of the clinical approach in practice, it 
is critical that we improve our understanding of factors that influ- 
ence or improve clinical prediction, such as specific social contexts 
in which judgments are made and reliable individual differences in 
judgment abilities (Ruscio, 1998a). Previous attempts to identify 
such factors have found little evidence for improved decision 
making. Given the rarity of immediate, unambiguous, and accurate 
feedback in training and on-the-job experience, for example, it 
should come as no surprise that predictions fail to improve with 
training or experience (Ruscio, 1998c). However, although re- 
search has shown that judges' professional backgrounds are 
largely unrelated to predictive accuracy, there may yet be reliable 
sources of individual differences in decision-making ability. Fur- 
thermore, although little empirical work has examined aspects of 
real-world prediction situations (Tetlock, 1985b), there is reason to 
hypothesize that common social pressures may influence the qual- 
ity of predictions. It is hypothesized that these unexplored social 
factors and potential individual differences fall partially under the 
rubric of complex thought and that the stimulation of complex 
thought may contain important clues for the improvement of 
clinical decision making. 

Thought is complex to the extent that it involves high levels of 
effortful cognitive processes (Cacioppo & Petty, 1982). It is hy- 
pothesized that complex thought is composed of at least two 
broadly conceived components that jointly influence prediction. 
The first component entails the degree to which one considers a 
wide range of available information before reaching a judgment. 
An individual who considers a number of informational sources 
before predicting an outcome can be seen as engaging in more 
complex thought than an individual who considers fewer informa- 
tional sources. This aspect of complex thought is referred to as the 
scope of the judgment process. The focus of the judgment process, 
on the other hand, consists of thedegree to which an individual 
relies solely on the information most useful to prediction and 
discards the rest. 

In describing successful prediction strategies, Dawes and Cor- 
rigan (1974) stated, "The whole trick is to know what variables to 
look at and then to know how to add" (p. 105). The success of 
statistical prediction may thus be ascribed to the procedure's broad 
scope and tight focus: Valid cues are identified through research, 
and these (and only these) cues are included in the prediction 
equation. Thus, the concoction of complex explanations based on 
wide arrays of information may in fact work to the detriment of 
human judges, and the stimulation of clinical judgment that is both 
broad in scope and narrow in focus may improve predictive 
accuracy (Meehl, 1954). 

How, then, can we stimulate complex thought in the context of 
clinical decision making? Such thought may be stimulated through 
both situational factors and individual differences in cognitive 
style. One powerful, prevalent, and often neglected situational 
motive shown to lead to complex thought is social accountability 

(Tetlock, 1983a). Research conducted primarily by Tetlock and his 
colleagues indicates that we are responsive to the social impor- 
tance of a task when making decisions. Accountability has been 
shown to improve recall of evidence and eliminate primacy effects 
in a legal decision-making task (Tetlock, 1983b), to reduce the 
overattfibution effect in an essay-attribution paradigm (Tetlock, 
1985a), to promote better calibrated confidence levels in a person- 
ality prediction task (Tetlock & Kim, 1987), and to attenuate the 
carryover of anger to attributions and decisions for punishment 
(Lerner, Goldberg, & Tetlock, 1998). 

Despite these benefits, accountability seems to magnify the 
dilution effect, or the tendency to give weight to all available 
sources of information (Tetlock & Boettger, 1989). Studies have 
shown that accountable individuals weaken the quality of their 
judgments by underweighting diagnostic cues, giving weight 
to both nondiagnostic and diagnostic cues in a misguided effort to 
consider every piece of information, regardless of its relevance to 
the predicted outcome. Thus, research suggests that accountability 
only improves the scope of judgment, not its focus. 

Complex thought is also motivated by the need for cognition, a 
propensity to engage in and enjoy complex cognitive processing 
(Cacioppo & Petty, 1982). A recent conceptual review indicates 
that individuals high in need for cognition engage in more effortful 
information-processing activities and are more willing to expend 
the necessary effort to overcome cognitive and motivational judg- 
ment biases than are individuals low in need for cognition (Ca- 
cioppo, Petty, Feinstein, & Jarvis, 1996). For example, high-need- 
for-cognition individuals are more responsive than low-need-for- 
cognition individuals to the quality of an argument (Cacioppo, 
Petty, & Morris, 1983) but are less responsive to the mere number 
of arguments in a message (Petty & Cacioppo, 1984). 

Research regarding high-need-for-cognition individuals sug- 
gests that they use broad judgmental scope: They generate com- 
plex attributions for behavior (Fletcher, Danilovics, Fernandez, 
Peterson, & Reeder, 1986), pursue new experiences that stimulate 
thinking (Venkatraman, Marlino, Kardes, & Sklar, 1990), and 
exhibit greater intrinsic motivation for seeking and engaging in 
challenging activities (Amabile, Hill, Hennessey, & Tighe, 1994). 
Other research also suggests that these individuals use a narrow 
judgmental focus by devoting attentional processes exclusively to 
an ongoing cognitive task (Osberg, 1987) and forming beliefs on 
the basis of empirical information and rational considerations 
(Leary, Sheppard, McNeil, Jenkins, & Barnes, 1986). 

In addition to the need for cognition and social accountability, a 
well-structured clinical decision-making task also serves to facil- 
itate judgment. For example, individuals may be provided with 
few or many pieces of information--or cues--and each cue may 
be of high or low relevance to the clinical predictions. The number 
and relevance of available cues influences the way in which 
information is considered and combined to arrive at predictions, 
and highly complex thinkers will likely process this information 
differently than less complex thinkers. 

The purpose of the present experiment was to identify reli- 
able individual differences and social and task factors that 
influence the accuracy and confidence of clinical predictions. 
First, high need for cognition was expected to yield high 
predictive accuracy by broadening the scope and narrowing the 
focus of judgment, thus approximating the process of statistical 
decision making. This broadened scope may also result in 
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i m p r o v e d  c o n f i d e n c e  p e r f o r m a n c e ,  as r e s e a r c h  s u g g e s t s  tha t  

g rea t e r  c o n s i d e r a t i o n  o f  a l t e rna t ives  is one  o f  the  bes t  m e t h o d s  

ava i l ab le  to i m p r o v e  the  ca l ib ra t ion  o f  c o n f i d e n c e  (Arkes ,  1991; 

Kor ia t ,  L i c h t e n s t e i n ,  & F i s c h h o f f ,  1980).  S econd ,  j u d g e s  he ld  

soc ia l ly  a c c o u n t a b l e  for  the i r  p r ed i c t i ons  were  e x p e c t e d  to 

exh ib i t  i m p r o v e d  a p p r o p r i a t e n e s s  o f  con f i dence ,  g i v e n  the i r  

i n c r e a s e d  a w a r e n e s s  and  c o n s i d e r a t i o n  o f  a wide  r ange  o f  

a l t e rna t ive  e x p l a n a t i o n s .  Soc ia l  a ccoun tab i l i t y  was  e x p e c t e d  to 

h a v e  l i t t le i m p a c t  on  accu racy ,  p e r h a p s  i m p a i r i n g  it by  inc reas -  

ing  the  s cope  o f  j u d g m e n t  w i t hou t  su f f i c i en t ly  n a r r o w i n g  its 

focus ,  t he r eby  m a g n i f y i n g  the  d i lu t ion  ef fec t .  F ina l ly ,  a t ask  

s t ruc tu re  f ea tu r ing  e x c l u s i v e l y  s t rong  cues ,  or  p i eces  o f  in for -  

m a t i o n  h i g h l y  r e l evan t  to the  c l in ica l  d e c i s i o n s  at hand ,  was  

e x p e c t e d  to p r o m o t e  the  a c c u r a c y  o f  c l in ica l  predic t ion .  T h e  

add i t ion  o f  w e a k  cue s  was  e x p e c t e d  to i n c r e a s e  d i lu t ion ,  con-  

s e q u e n t l y  r e d u c i n g  accu racy .  H o w e v e r ,  it w a s  h y p o t h e s i z e d  tha t  

a m o d e r a t e  a m o u n t  o f  d i lu t ion  e n h a n c e s  p red ic t ive  a c c u r a c y  by  

o f f s e t t i ng  i n s u f f i c i e n t l y  r e g r e s s i v e  c l in ica l  p r ed i c t i ons  ( K a h n e -  

m a n  & T v e r s k y ,  1973).  

M e t h o d  

Design 

A three-way between-subjects factorial design, including one nonma- 
nipulated and two manipulated factors, was used. Participants' total score 
on the Need for Cognition Scale (Cacioppo, Petty, & Kao, 1984) served as 
the nonmanipulated factor. Participants were randomly assigned to an 
accountable or an unaccountable condition and one of four cue conditions: 
four strong cues (4S), two strong cues (2S), two strong and three weak cues 
(2S-3W), or two strong and six weak cues (2S-6W). 

Participants 

One hundred twelve undergraduate students participated in the study, 
some in voluntary fulfillment of an introductory psychology course's 
experimental participation requirement and others in exchange for a pay- 
ment of $10. Given the factorial design used and the typically high 
reliability of  repeated measurements in a judgment analysis experiment of 
this type (Cooksey, 1996), this sample size afforded powerful statistical 
comparisons (Cohen, 1988). 

Materials 

The 18-item short form of the Need for Cognition Scale was used to 
assess each participant's tendency to engage in and enjoy complex thought. 
This face-valid scale yields measurements with excellent psychometric 
properties. Estimates of internal consistency from several dozen indepen- 
dent investigations have ranged from .81 to .97 (see Cacioppo et al., 1996), 
with test-retest correlations of .88 over a 7-week period (Sadowski & 
Gulgoz, 1992) and .66 over an 8-month period (Verplanken, 1991). The 
construct validity of this scale has also been demonstrated (for a review, 
see Cacioppo et al., 1996). 

The prediction task presented a decision-making situation with variables 
that were familiar and easily interpretable, using data collected for a study 
at the Boston Veterans Administration Medical Center. Cues were selected 
from a wide array of clinical data on the basis of  several criteria. All cues, 
as well as the criterion, were continuous and normally distributed. All cues, 
but not the criterion, were on the same scale of measurement (T scores 
computed through the standard Minnesota Multiphasic Personality Inven- 
t o r y - 2  [MMPI-2] scoring system; Hathaway & McKinley, 1989) and had 
approximately the same means and standard deviations. The strong cues 
(family problems, psychopathic deviate, anger, and criminality) were mod- 
erately correlated with the criterion, an Antisocial Behavior Inventory 
(ASBI; Weathers, 1992) score (rs ranged from .34 to .43). The weak cues 
(cynicism, depression, fears, health coticerns, hypochondriasis, and obses- 
siveness) were only weakly correlated with the criterion (rs ranged from 
.11 to .15; see Table 1 for intercorrelations between the criterion and all 
C U E S ) .  

Procedure 

Participants completed a number of  background questions before they 
were introduced to the experimental task. These included questions about 
participants' age, sex, and the number of mathematics and statistics courses 
completed, as well as the short form of the Need for Cognition Scale 
described above. 

Participants were then randomly assigned to one of the two accounta- 
bility conditions. One half of the participants, composing the no- 
accountability condition, were told that their responses would be kept 
completely confidential and that even the experimenter would not be 
able to identify the responses of individual participants. The other half 
of the participants, composing the accountability condition, were told that 
the experimenter would conduct an audiotaped discussion subsequent to 
the prediction task, in which each participant would be required to justify 

Table  1 

Correlations Between Criterion, Strong Cues, and Weak Cues 

Variable 1 2 3 4 5 6 7 8 9 10 11 

1. ASBI score ~ 
2. Psychopathic deviate b .43 - -  
3. Family problems b .40 .62 - -  
4. Anger b .34 .48 .67 - -  
5. Crimilrality b .40 .27 .50 .55 - -  
6. Depression ~ .15 .58 .47 .50 .17 - -  
7. Hypochonddasis ~ .13 .39 .39 .37 .07 .72 
8. Obsessiveness ¢ .12 .38 .55 .62 .42 .56 
9. Cynicism ~ .11 .27 .61 .62 .66 .31 

10. Fear ~ .15 .38 .41 .35 .21 .33 
11. Health concerns c .14 .39 .55 .53 .26 .73 

m 

.33 - -  

.27 .59 - -  

.21 .52 .34 

.90 .54 .46 .35 

Note. Correlations above r = .19 are statistically significant at ct = .05; correlations above r = .25 are 
statistically significant at ot = .01. ASBI = Antisocial Behavior Inventory (Weathers, 1992). 
a Criterion variable, b Strong cue. c Weak cue. 
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his or her judgment strategy in front of his or her peers. 2 Accountable 
participants were asked to sign a form consenting to have the discussion 
audiotaped for future data analysis; all participants signed this form. This 
accountability manipulation was modeled after a procedure that has been 
used extensively in previous research (Tetlock, 1983b, 1985a; Tetlock & 
Boettger, 1989; Tetlock & Kim, 1987). 

Participants were told that their task was to predict how antisocial each 
of a series of men was likely to be. All the participants were given two 
strong cues, family problems and psychopathic deviate, with which to 
predict the criterion. The amount of additional information given to par- 
ticipants varied according to randomly assigned cue conditions. One group 
of participants was given two additional strong cues: anger and criminal- 
ity. 3 The second group was given no additional information beyond the two 
original strong cues. The third group was given three relatively weak cues. 
These cues included either depression, hypochondriasis, and obsessiveness 
or cynicism, fears, and health concerns, with the particular set of weak cues 
determined randomly and counterbalanced across accountability and no- 
accountability conditions. The final group was given all six weak cues. 
Random assignment to the four cue conditions was counterbalanced across 
the accountability and no-accountability conditions. Previous research has 
suggested that participants can process up to eight cues with negligible 
fatigue (Cooksey, 1996). 

The relative predictive strengths of the cues was made explicit to partici- 
pants to circumvent problems stemming from inaccurate perceptions of cue 
validities. Strong cues were described as relatively good predictors of antiso- 
cial behavior, whereas all other cues were said to be routinely collected 
through clinical assessment in spite of their relatively poor ability to predict 
antisocial behavior (see the Appendix for a table summarizing cue data). 

Participants sequentially judged a total of 100 cases of information, 4 taking 
breaks whenever needed. For each case, participants were asked to make a 
point prediction of ASBI scores, as well as to construct a 75% confidence 
interval around that prediction. The point predictions---ranging along the 0- 
to-19 scale of ASBI scores---were used to assess accuracy, whereas the 
confidence intervals were used to assess confidence performance. The 75% 
value for confidence intervals was selected after consideration of several 
factors. First, this value was relatively easy for participants to understand. They 
simply needed to construct intervals so that they were likely to be correct 
three-fou~hs of the time. Second, because variation around 75% was possible, 
this value was sensitive to both overconfidence and underconfidence. Third, 
the 75% value apportioned greater sensitivity to discriminating variations in 
overconfidence than in underconfidence. Given that underconfidence is rela- 
tively rare, this seemed appropriate. 

After completing the prediction task, participants were asked several ques- 
tions regarding their subjective cue consideration and use, as well as their 
tmderstanding of and memory for the task instructions. These posttask ques- 
tions were posed primarily to prepare accountable participants for subsequent 
discussion of their judgment strategies and not for analytic purposes. 

Finally, after completion of the prediction task, participants in the 
accountability condition engaged in an audiotaped discussion with other 
participants from their session. With minimal prompting from the experi- 
menter, each participant, in turn, described and attempted to justify his or 
her judgment strategy. This discussion was conducted both to convince 
future participants who might have heard about the experiment that they 
would be audiotaped and to uncover clinical prediction strategies that 
might inform data analysis. At the conclusion of the experimental session, 
all the participants were fully debriefed, thanked for their time, and 
excused. 

R e s u l t s  

Data Screening and Collapsing 

Several criteria were establ ished for the inclusion of  partici- 
pants '  responses  in data analysis: Each participant had to make 

judgments  using the full response scale, complete  at least two 
thirds of  the cases so that his or her  judgments  could be assessed 
and compared  with those made  by others, and show a reasonable 
level o f  judgmenta l  consis tency across predict ions to demonstrate  
that he or she was taking the task seriously. Six participants '  data 
were deemed  unsuitable for subsequent  analysis, resulting in a 
final sample size o f  N = 106. 

Differences on the primary dependent  measures of  predictive 
accuracy and confidence,  as well  as on the three experimental  
variables o f  accountabili ty condition,  need for cognition,  and cue 
condition,  were examined across the background variables o f  sex, 
age, and number  o f  mathemat ics  and statistics courses completed  
to determine whether  data could safely be combined  for analysis. 
Only two relationships emerged:  Need  for cognit ion was corre- 
lated with age, r(102) = .28, p = .004, and with math background,  
r(102) = .26, p = .008. Students with a high need for cognit ion 
would  be expected to remain in college at a higher  rate and 
therefore have the opportunity to take more  math classes, so these 
correlations served only to support  the construct  validity of  the 
Need for Cognit ion Scale. Having uncovered no reason to analyze 
data separately across sex, age, or math background,  I col lapsed 
data for all subsequent  analyses. 

The Quality of Clinical Prediction 

Several  analyses were  conducted to determine the overall qual- 
ity of  clinical predictions. Judgmental  consis tency was determined 
by regressing the available cues on each part icipant 's  predict ions 
and examining the R value of  this "judge model"  regression 
equation (Cooksey,  1996). Consis tency values were high, ranging 
f rom .62 to .99, with a median R of  .91 (see Table 2 for all ranges, 
medians,  and statistical comparison values presented here). 

Each part icipant 's  predict ions were correlated with the crite- 
r i o n - c o r r e s p o n d i n g  ASBI  s c o r e s - - t o  determine the accuracy of  
predict ion (or, in Brunswikian terms, the part icipant 's  "achieve- 
ment";  Cooksey,  1996). These  accuracy scores were generally 
high, ranging f rom .09 to .57, with a median r o f  .40. Al though 
high, clinical predict ions (r = .40) were inferior to those of  
optimal statistical models  (r  = .52). In addition, clinical predic- 
t ions were inferior to those of  uni t -weighted (r = .48) and cross- 
validated (r = .43) statistical models ,  nei ther  o f  which capitalizes 

2 Past research found that only a preexposure accountability condition, 
in which participants were made aware of their accountability before the 
experimental manipulation(s), influenced the quality of subsequent judg- 
ments (Tetlock, 1983b, 1985a; Tetlock & Kim, 1987). Judgments made in 
a postexposure accountability condition, in which participants were made 
aware of their accountability after the experimental manipulation(s), did 
not differ from those of participants in a no-accountability condition. 
Therefore, only the preexposure accountability and no-accountability con- 
ditions are used in the present experiment. 

3 The name of this scale was changed from Antisocial Practices to 
reduce its surface similarity to the criterion (ASBI score). The criminality 
label reflects the key elements of the Antisocial Practices Scale as de- 
scribed in the scoring manual (Hathaway & McKinley, 1989, p. 43). 

4 A total of 123 cases were judged, with outcome feedback provided on 
the final 23 cases. Because of space limitations, the impact of this feedback 
is not discussed here, and all results are based on analyses involving the 
first 100 cases of information. 
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Table 2 
Lowest, Median, Highest, and Statistical Values for Dependent Variables 

Variable Lowest Mdn Highest Statistical 

Consistency .62 .91 .99 1.00 
Accuracy .09 .40 .57 .52 a 
Confidence (%) 14 38 62 75 
Mean width of CI 1.49 3.34 5.39 9.79 b 
Accuracy-confidence correlation -.24 -.01 .25 .04 b 
Mean/3 

Strong 0.08 0.41 0.57 0.31 a 
Weak c 0.01 0.10 0.25 0.12 a 

Standard deviation of predictions 1.95 3.65 4.92 NA 

Note. CI = confidence interval; NA = not applicable. 
a Mean of optimal models, b Based on the simplest optimal model (two strong cues), c Cue conditions were 
two strong cues-three weak cues and two strong cues-six weak cues only. 
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on chance (Dawes, 1979), t(105) > 5.97, p < .001, for each 
comparison. This rank ordering of accuracy levels (optimal 
model > unit-weighted model > cross-validated model > clinical 
judgment), which is consistent with previous research, was also 
observed separately within each cu~condition. 

Participants were asked to construct a range of values for each 
case so that they were 75% confident that the criterion value fell 
within the range. The percentage of these intuitively derived con- 
fidence intervals that actually included the criterion value--hence-  
forth referred to as each participant's confidence score--ranged 
from 14% to 62%, with a median of 38%. That every participant's 
confidence score fell far short of 75% strongly corroborates the 
expectation of widespread overconfidence. Intuitively derived con- 
fidence intervals were much too narrow. Calculated within partic- 
ipants, mean width of  the confidence intervals ranged from 1.49 
to 5.39 units along the ASBI scale (which runs from 0 to 19), with 
a median of 3.34. These intuitively derived intervals (M = 3.39, 
SD = 0.18) were much more narrow than their statistically derived 
counterparts (M = 9.79, SD = 0.08), t(99) = 383.01, p < .001. 
The narrow nature of intuitively derived intervals cannot simply be 
ascribed to the narrow sample interval provided in the task instruc- 
tions (width = 4) because participants' intervals were more narrow 
than the sample as well, t(99) = 33.29, p < .001. 

Within participants, the normatively appropriate link between 
confidence and accuracy was examined. The correlations across 
cases between the width of the interval and the (absolute) residual 
in prediction ranged from r = - . 2 4  to r = .25, with a median of  
r = - .01 .  Thus, there did not appear to be any systematic rela- 
tionship between accuracy and confidence. 

Although no a priori hypothesis was made, these data permitted 
the examination of  an interesting issue regarding the extremity of  
predictions. One feature of statistically derived confidence inter- 
vals is that they become wider as predictions deviate from the 
mean criterion value. A quadratic relationship emerged (/3 = 
-0 .25,  p = .008) after a linear relationship between the partici- 
pants' (centered) predicted value and the mean width of corre- 
sponding confidence intervals across cases was controlled for. 
That is, more extreme predictions were surrounded by narrower 
confidence intervals, an intriguing reversal of the normatively 
correct state of affairs. 

Cue usage was evaluated by examining both the weights as- 
signed to strong and weak cues (in terms of  the standardized 

regression coefficient/3, the most widely accepted unit; Cooksey, 
1996) and the variation in participants' predictions across cases. 
The mean weight assigned by participants to the strong cues 
ranged from .08 to .57, with a median/3 of 0.41. The mean weight 
assigned by participants to the weak cues ranged from .01 to .25, 
with a median/3 of 0.10. Overall, participants assigned cue weights 
that were similar to those assigned by statistical models. 

Variation within each participant's predictions served as an 
index of dilution. The standard deviation of participants' predic- 
tions ranged from 1.95 to 4.92, with a median of 3.65. Standard 
deviations were correlated with judgmental consistency, r(104) = 
.40, p < .001, and accuracy, r(104) = .27, p = .005, but not with 
confidence scores, r(103) = - .10 ,  ns. To test the hypothesis that 
accuracy peaks with a moderate amount of dilution, I tested a 
curvilinear trend. After I controlled for a linear relationship be- 
tween accuracy and the (centered) standard deviation of predic- 
tions, a quadratic relationship emerged (/3 = -0 .20,  p = .034). 
Accuracy was in fact greatest when predictions were moderately 
diluted. 

Finally, participants' prediction strategies were examined. Po- 
tential prediction strategies submitted for evaluation were con- 
ceived a priori and generated from participants' serf-reports of 
their judgment processes. This resulted in a total of  six possible 
strategies: (a) optimal weights assigned to all cues, (b) equal 
weights assigned to all cues, (c) equal weights assigned to strong 
cues only, (d) equal weights assigned to strong cues and their 
interaction, (e) weights assigned only to the highest cue value for 
each case, and (f) weights assigned only to the highest strong cue 
value for each case. Strategies involving low cue values were not 
considered because no participant spontaneously commented on 
their use. Predictions were computed from a linear equation rep- 
resenting each of the six strategies and then correlated with the 
predictions made by each participant to compute an index of fit. 
The best fit strategy for each participant was the one with predic- 
tions that correlated most highly with those of the participant. 
Table 3 shows the range of fit values for each strategy and 
identifies the strategies used most frequently in each cue condition. 

Regression Analyses 

Hypothesis-testing analyses addressed differences on the depen- 
dent measures attributable to the primary experimental variables: 
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Table 3 
Best Fitting Strategies by Cue Condition 

Cue Unit weight, Unit weight, Unit weight + Highest Highest 
condition Optimal weight all cues strong cues interaction cue strong cue 

4S 0 23 a 23 a 0 3 0 
2S 14 11 a 11 a 1 1 0 
2S-3W 0 12 15 0 0 0 
2S-6W 0 7 19 0 0 0 

Lowest fit .26 .60 .55 .44 .51 .50 
Median fit .76 .83 .88 .76 .75 .81 
Highest fit .98 .98 .99 .89 .95 .91 

Note. Values in the upper half of the table represent the number of participants' best fit by each strategy model 
within each cue condition. Values in the lower half of the table represent correlations between participants' 
predictions and those of each strategy's model. 4S = four strong cues; 2S = two strong cues; 2S-3W = two 
strong and three weak cues; 2S-6W = two strong and six weak cues. 
a Only strong cues were present; therefore, the fit of the unit weight model for all cues was equal to the fit of 
the unit weight model for strong cues. 

need for cognition, accountability, and cue condition. Regression 
analysis was used instead of analysis of variance (ANOVA) pro- 
cedures to preserve the continuity of the need for cognition vari- 
able, thus avoiding median splits and other arbitrary grouping 
procedures that reduce statistical power (Cohen, 1983). The four 
cue conditions were represented by three contrast variables (Cohen 
& Cohen, 1983). The first contrast compared the two conditions 
containing exclusively strong cues (4S and 2S, coded as 1) with the 
two conditions that contained additional weak cues (2S-3W and 
2S-6W,  coded as - 1 ) .  The second contrast compared cue condi- 
tions 4S (coded as 1) and 2S (coded as - 1 ) ,  and the third contrast 
compared cue conditions 2S-3W (coded as 1) and 2 S - 6 W  (coded 
as - 1 ) .  

Hierarchical multiple regression analyses were performed using 
the three experimental variables, with cue conditions entered 
through the three contrasts, followed by all possible interaction 
terms. All three experimental variables were entered simulta- 
neously on the first step of each hierarchical regression analysis, 
with their interactions entered on subsequent steps (3 two-way 
interactions on Step 2, 1 three-way interaction on Step 3). Because 
of the sheer number of predictors stemming from a thr~e-factor 
analysis, those that did not even marginally predict the dependent 
variable were removed from the model in a trimmed regression 
analysis. 

Need for cognition. Individuals high in need for cognition 
were hypothesized to achieve greater accuracy levels, and perhaps 

super ior  confidence performance, than individuals low in need for 
cognition. Although confidence scores did not differ across levels 
of need for cognition, the results of several regression analyses 
revealed an effect on accuracy. Need for cognition predicted the 
consistency of participants' predictions, /3 = 0.19, p = .047. In 
addition, need for cognition interacted with the contrast between 
cue conditions 2S-3W and 2 S - 6 W  to predict accuracy levels 
(/3 = 1.13, p = .031) and the weight assigned to strong cues 
(/3 = 1.1 l, p = .008). Analyses of separate regression lines within 
cue conditions revealed that higher need for cognition predicted 
increased accuracy and weight in the 2S-3W condition and de- 
creased accuracy and weight in the 2 S - 6 W  condition. High-need- 
for-cognition individuals performed well when given a few weak 

cues and poorly when given many weak cues. This interpretation 
is also consistent with two additional interact ions--those for con- 
sistency (/3 = 1.07, p = .06~) and the weight assigned to weak 
cues (/3 = - 1.38, p = . 0 9 1 ) - - ~ a t  reached only marginal levels of 
statistical reliability. 

Accountability. Holding participants accountable for their 
judgments was predicted to improve confidence performance and, 
perhaps, impair accuracy. Although there was no effect of account- 
ability on accuracy, it did have the anticipated effect on confi- 
dence. Because neither need for cognition nor any of its higher 
order interactions predicted confidence scores and because both 
accountability and cue condition wer~ categorical, the trimmed 
analysis simplified to an ANOVA. This analysis uncovered a main 
effect of accountability, F(1, 97) = 8.61, p = .004, that was 
qualified by an interaction with cue condition, F(3, 97) = 2.95, 
p = .037. Within the exclusively strong cue conditions (4S and 
2S), accountable participants had more appropriate confidence 
scores than did unaccountable participants. This was not the case 
within the conditions that included weak cues (2S-3W and 2S -  
6W; see Figure 1). In summary, holding participants accountable 
for their predictions had the hypothesized beneficial effect on 
confidence but only with exclusively strong cues. 

Cue conditions. The cue profile provided to participants was 
predicted to have an impact on the strategy used to generate 
predictions and therefore also on accuracy and confidence perfor- 
mance. The hypothesis that strong cue profiles would promote the 
adoption of strategies that better mimic statistical prediction was 
clearly supported. There was a strong association between cue 
condition and best fitting strategy, X2(15, N = 106) = 149.98, p < 
.001. In the 4S cue condition, nearly all the participants equally 
weighted the four strong cues. In the 2S cue condition, participants 
were split fairly evenly between the optimal (n = 14) and equal 
(n = 11) weighting strategies. In the 2S-3W and 2 S - 6 W  cue 
conditions, participants were split between equal weighting of all 
cues (ns = 12 and 7, respectively) and equal weighting of only the 
strong cues (ns = 15 and 19, respectively). Very few participants 
appeared to incorporate the interaction between strong cues or rely 
primarily on high cue values; these strategies were the best fitting 
for only 5 participants. 
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Figure 1. Mean confidence score (%) across accountability and cue 
conditions. Higher scores represent more appropriate degrees of confi- 
dence. Each error bar extends to + 1 SEM. 4S = four strong cues; 2S = two 
strong cues; 2S-3W = two strong and three weak cues; 2S-6W = two 
strong and six weak cues. 

Cue profiles had a strong impact on accuracy levels. In the 
trimmed regression model, the contrast between exclusively strong 
cue conditions (4S and 2S; M = .42, SD = .06) and those that 
included weak cues (2S-3W and 2S-6W; M = .34, SD = .09) was 
a strong predictor of accuracy (/3 = 0.48, p < .001). This finding 
supported the hypothesis that participants given only strong cues 
would markedly outpredict those given additional weak cues. 

Finally, cue profiles influenced confidence performance. In the 
trimmed analysis (described above) that simplified to an ANOVA, 
there was a main effect for cue condition, F(3, 97) = 4.00, p = 
.010. The pattern of means revealed indicated that confidence 
performance was positively associated with the strength of the 
information provided (4S > 2S > 2S-3W > 2S-6W). Restricting 
access to more valid sets of information did help to calibrate 
participants' confidence levels. 

Discuss ion  

In many situations, difficult decisions about future events can be 
addressed either clinically or statistically. Given that extremely 
important decisions often depend on these predictions, it is critical 
that we learn when to trust the accuracy of clinical predictions and 
the confidence with which they are made. In addition, it is impor- 
tant that we determine how best to structure decision=making tasks 
and select human judges to maximize judgmental quality. 

Participants in the present study predicted with an impressive 
degree of consistency (median R = .91), near the upper boundary 
of what one would expect in a typical judgment study (R = .70 to 
.90; Cooksey, 1996). Consistency was particularly high when 
participants better used available cues, weighting strong cues more 
heavily than weak cues. Although the predictive accuracy of 
clinical judgment fell well below that of optimal, unit-weighted, 
and cross-validated statistical models, it was far above chance 
levels (mean r = .40). There was evidence of a dilution effect in 

the restricted range evident in some participants' predictions. As 
hypothesized, accuracy peaked with a moderate degree of dilution, 
suggesting that it did offset the insufficiently regressive nature of 
clinical predictions to some extent. 

Participants' subjective confidence regarding their predictions 
was inappropriately high and not associated with accuracy. Inter- 
estingly, participants placed greater confidence in their extreme 
predictions than in those falling closer to the average criterion 
value. There are at least two potential interpretations of this un- 
expected result. First, whereas statistically derived confidence 
intervals grow wider as predictions become more extreme, it may 
be that extreme clinical predictions are actually guided by confi- 
dence levels. High levels of subjective confidence may prompt 
decision makers to generate extreme predictions. Second, partici- 
pants may have perceived less room for expressing uncertainty 
around extreme predictions. Participants tended to construct sym- 
metric confidence intervals around predictions, and the relatively 
small room for error beyond an extreme prediction may have 
precluded intervals as wide as those possible around a more 
average prediction. No matter what its source, this error in judg- 
ment undermines the predictive validity of judges' confidence. 
Future research could investigate the reasons for this deviation 
from appropriate confidence interval construction, as well as de- 
velop methods to correct the problem. 

Although participants endorsed several different cue usage strat- 
egies, the similarities in their strategies were more striking than the 
differences. In general, participants gave more weight to strong 
cues than to weak cues, and models that fit their strategies best 
reflected either an equal weighting of all cues, an equal weighting 
of only strong cues, or an optimal weighting of all cues. The latter 
two strategies, both highly valid methods of cue combination, were 
the best fitting models for 67 of 106 (63%) participants. Thus, with 
the exception of confidence performance, the present study ren- 
dered a generally positive evaluation of participants' clinical 
judgment. 

Both of the factors hypothesized to stimulate aspects of complex 
thought--social accountability and need for cognition--produced 
a mixture of interesting and surprising results. The general hypoth- 
esis regarding need for cognition was that it would stimulate an 
increase in the scope of judgment along with a corresponding 
tightening of focus. There was some evidence that this led to the 
expected increase in accuracy levels. Although there was no evi- 
dence for improved confidence performance among high-need-for- 
cognition individuals, these individuals were more accurate with a 
moderate number of weak cues- -but  less accurate with a large 
number of weak cues--than individuals low in need for cognition. 
On the basis of these results and an array of parallel findings 
regarding consistency, cue weighting, and strategy use, it seems 
that the judgments of complex thinkers improved with a bit of 
weak information. However, when faced with too much of it, 
complex thinkers succumbed more to the same human weakness 
that often compels people to incorporate all of the available infor- 
m a t i o n - g o l d  and garbage alike---into their predictions. 

The present study hypothesized that accountability would stim- 
ulate an increase in the scope of judgment without a corresponding 
tightening of focus. This was expected to result in better confi- 
dence performance among participants held accountable for their 
predictions, although perhaps a decrease in accuracy levels be- 
cause of dilution. Here, too, there were mixed results. This study 
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revealed no negative effect of accountability on accuracy. Confi- 
dence performance did differ as expected, although the main effect 
was qualified by an interaction with cue condition: Improved 
confidence performance of accountable participants was only ob- 
served with exclusively strong cues. 

In addition to these results, it should be noted that accountability 
had little impact on several other aspects of judgment. The con- 
sistency, cue weighting, and strategy use of accountable partici- 
pants did not differ from those of unaccountable participants. 
Therefore, although social accountability may lead to improved 
confidence performance, it is by no means a panacea for all of the 
shortcomings of clinical prediction. 

The four types of cue profiles had a considerable impact on 
clinical prediction. Among participants given only strong cues, 
those given fewer cues assigned them greater weight than those 
given more cues. Predictions were more accurate when partici- 
pants were given only strong cues than when they were provided 
with additional weak cues. This appeared to result from a shift in 
cue-weighting strategies. Participants given a mix of strong and 
weak cues--regardless of the number of weak cues--ei ther  
weighted all cues equally or weighted only the strong cues and 
disregarded the weak cues. Participants weighting only the strong 
cues achieved greater accuracy levels than those who equally 
weighted all of the cues, although no differences were found 
between the groups on confidence performance. These results 
indicate that individuals provided with exclusively strong cue 
profiles adopted strategies that were closer to those of normative 
statistical models. 

Cue profiles had a lesser impact on confidence performance 
than on accuracy levels. There was a main effect of cue condition 
on confidence, but it was qualified by the interaction with account- 
ability that was described above. Finally, one predicted effect was 
conspicuously absent: There was no support for the hypothesis that 
the availability of additional, nondiagnostic information would 
lead to dilution, As the dilution effect has only been examined in 
the context of single-prediction tasks, it may be eliminated through 
the generation of multiple predictions. 

Three major limitations of this experiment must be considered. 
First, the sheer number of cues provided across conditions pre- 
cluded a direct comparison between exclusively strong cue condi- 
tions and conditions including some weak cues. The argument that 
the overarching group difference could be attributed solely to the 
number of available cues should be reflected in a linear trend 
across the number of cues (see Figure 2a). In contrast, a steplike 
function across the number of cues would support the notion that 
exclusively strong cue profiles produced judgments qualitatively 
different from profiles including some weak cues (see Figure 2b). 
When the actual data are plotted for the contrast between strong 
and weak cue conditions on accuracy levels, the steplike mode l - -  
and its associated interpretation of the data--is unambiguously 
supported (see Figure 2c). 

Second, the accountability manipulation may not have been 
effective. Every effort was made to maximize the strength of this 
widely used manipulation, but it is unclear how much of an impact 
the impending audiotaped posttask discussion had on participants. 
Possible manipulation checks were considered, but each seemed 
too transparent, reactive, or devoid of meaning to implement. 
Consequently, there is no direct evidence to demonstrate the 

(a) 

o ¢D 
< 

0.5 T 
0.4 : i 

0.3 I- 
! 

0.2 J-  

~ ' - - - o  

4 5 8 

Number of Cues 

(b) 0 

- I  
o 
o 

0.5 

0.4 

0.3 

0.2 

o 

2 4 5 8 

Number of Cues 

(c) 0.5 

o>, 
0.4 

-'1 
o 0.3 
o 

0.2 
2 4 5 8 

Number of Cues 

Figure 2. Models used to help interpret the cue condition contrast for 
accuracy levels, in correlational units: Linear function depicts a drop-off in 
accuracy with increasing numbers of cues (a), steplike function depicts a 
qualitative difference between strong and weak cue conditions (b), and 
actual accuracy data supports the steplike model (c). 

strength of this manipulation, and one can only speculate as to why 
accountability had so few effects on judgment. 

Third, participants' high predictive accuracy may appear to 
contradict the relatively poor performance of clinical judgment 
found in past investigations, thereby limiting the generalizability 
of these results. However, this apparent inconsistency can be used 
to highlight important factors that simplified the task and enhanced 
the efficacy of clinical prediction. To achieve some control over 
extraneous factors and to ensure that participants were capable of 
understanding and completing the task, judges were provided with 
detailed instructions indicating the strength and distributional char- 
acteristics of all available cues. All cues were expressed in the 
same units of measurement (T scores) and were positively corre- 
lated with the criterion. Given the uniformly positive cue-criterion 
correlations, the sizable interrelationships among the cues guar- 
anteed substantial accuracy, even when suboptimal weighting 
schemes were used. Previous research has identified each of these 
characteristics as favorable to clinical prediction. Therefore, these 
results provide further support for the ways in which tasks can be 
structured to facilitate human judgment. 

A related concern is that the elevation of performance caused by 
task simplification may have resulted in a ceiling effect, obscuring 
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the impact of the experimental variables. Perhaps the effects of 
complex thought on clinical prediction would have been more 
dramatic in the context of a more challenging task. Examination of 
judgment  quality within additional task environments is therefore 
necessary before results--particularly null results, if there was 
indeed a ceiling e f fec t - - can  confidently be generalized beyond the 
parameters of this experiment. 

Bearing in mind these limitations, the results of the present 
investigation do have several important theoretical and practical 
implications. The examination of complex thought has provided 
some positive leads in the search for reliable individual differences 
and social influences on clinical prediction, two factors conspicu- 
ously absent in most theories of human judgment. The need for 
cognition, particularly as it interacted with different task struc- 
tures, had consistent consequences across many facets of clinical 
judgment. Furthermore, holding judges accountable for their pre- 
dictions reduced overconfidence, particularly within certain task 
structures. This experiment is a first step in a new direction, and its 
results constitute encouraging evidence that complex thought 
might be an important variable in clinical prediction. 

In addition to differences in need for cognition and the manip- 
ulation of social accountability, how else might the two aspects of 
complex thought be stimulated? Factors that have been found to 
induce individuals to follow the central route to persuasion (Petty 
& Cacioppo, 1981), such as personal involvement with an issue, 
may also promote the adoption of more effective clinical predic- 
tion strategies. This seems particularly likely if involved individ- 
uals are open-minded in their evaluation of issue-relevant infor- 
mation. Kunda (1990) has argued that motivation influences 
reasoning through the selection of strategies for accessing, con- 
structing, and evaluating beliefs. When our reasoning is driven by 
predetermined goals or conclusions, people are often strongly 
biased in favor of deciding as we wish, but when driven by 
accuracy goals, people are more likely to engage in the type of 
reality-testing cognitive processes that mimic statistical prediction. 

Under what general conditions might it be fruitful to actively 
suppress complex thought? Results indicate that exposure to 
largely nondiagnostic cue information hinders predictive perfor- 
mance of clinical decision makers. Ideally, access to nondiagnostic 
cues should be sharply restricted until human forecasters become 
more willing and better able to disregard them. When it is impos- 
sible to do so, actions taken to reduce complexity of thought may 
be beneficial. 

Finally, what might prompt an individual to abandon a less 
effective strategy in favor of a more effective alternative? Al- 
though changes in strategy use were not assessed in this experi- 
ment because of the limited number of cases judged, results 
suggest that judgment  strategies may benefit from intervention. 
Future research should examine differential responsiveness to 
feedback among judges exhibiting different levels of complex 
thought. 
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A p p e n d i x  

S u m m a r y  o f  C u e  D a t a  

The following information describes the lowest, average, and highest value on each cue. Additionally, the 
range of values in which the middle 50% of all cases fall is provided. This range has no special clinical 
significance and is provided simply to give a sense for the degree of variation present in this sample of cases. 

Cue Average Low 50% range High 

Cynicism 60.9 32 49-74 83 
Depression 73.4 34 64-85 100 
Family problems a 64.2 33 52-77 97 
Fears 58.0 35 48-67 90 
Health concerns 70.7 33 56--83 103 
Hypochondriasis 67.9 31 54-81 105 
Obsessiveness 60.7 33 47-73 87 
Psychopathic deviate a 69.6 40 59-79 97 
Anger ~ 64.4 32 53-74 86 
Criminality ~ 59.6 30 51-69 90 
Antisocial Behavior Inventory 8.6 0 6-1 l 19 

a Cues are relatively strong predictors of antisocial behaviors. All other cues are relatively weak predictors. 
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